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Introduction

Introducing deep research

An agent that uses reasoning to synthesize large amounts of online information and
complete multi-step research tasks for you. Available to Pro users today, Plus and Team next.

Try on ChatGPT 2

4 Compile a research report on how the retail industry has changed in
the past 3 years. Use bullets and tables where necessary for clarity.

©  Could you specify which aspects of the retail industry you're most interested in? For example:
« E-commerce vs. brick-and-mortar trends
« Consumer behavior shifts

« Supply chain challenges

Emerging technologies (Al, automation, etc.) ®

OpenAl Deep Research

e
% Manus Al Home Manus Al Cases Request Invitation Code @ English

New Release

Manus Al - The Al Assistant That Turns
Thoughts Into Actions

Manus Al is a world-leading general-purpose Al agent designed to help users efficiently
complete various complex tasks. The name Manus comes from the Latin word for 'hand,'
symbolizing its ability to execute tasks. It has achieved state-of-the-art (SOTA)
performance across all three difficulty levels in the GAIA benchmark, far surpassing other
Al assistants.

Get Started with Manus Al > 8 Request Invitation Code

Manus

OSWorld: Benchmarking Multimodal Agents
for Open-Ended Tasks in Real Computer
Environments

Tianbao Xie1, Danyang Zhangﬂ, Jixuan Chen1, Xiaochuan Li1,
Siheng Zhao!, Ruisheng Cao?, Toh Jing Hua', Zhoujun Cheng?, Dongchan Shin', Fangyu Lei?, Yitao Liu®,
Yiheng Xu', Shuyan Zhou3, Silvio Savarese?, Caiming XiongQ, Victor Zhong4, Tao Yu'!
1The University of Hong Kong, 2Salesforce Research, 3Carnegie Mellon University, 4University of Waterloo
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Introduction
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https://lilianweng.github.io/posts/2023-06-23-agent/

Agent = [Reasoning + Acting] * n
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Introduction

Question: Aside from the Apple Remote, what other device can
control the program Apple Remote was originally designed to
| interact with?

Standard

Answer: iPod %

z Reason only
Thought: Let's think step by step. Apple Remote was originally

designed to interact with Apple TV. Apple TV can be controlled
by iPhone, iPad, and iPod Touch. So the answer is iPhone, iPad,
and iPod Touch.

Answer: iPhone, iPad, iPod Touch

X
Act only
Act 1: Search[Apple Remote]
Obs 1: The Apple Remote is a remote control introduced..
Act 2: Search|[Front Row]
Obs 2: Could not find [Front Row]. Similar: ..
Act 3: Search[Front Row (software) ]
Obs 3: Front Row is a discontinued media center software ..
Act 4: Finish[yes] X

ReAct

| Thought 1: I need to search Apple Remote and find the program

it was originally designed to interact with.

Act 1: Search[Apple Remote]

Obs 1: The Apple Remote is a remote control introduced in
October 2005 by Apple .. originally designed to control the
Front Row media center program ..

Thought 2: Apple Remote was originally designed to control the
Front Row media center program. I need to search Front Row
next and find what other device can control it.

Act 2: Search[Front Row]

Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat
to Earth', 'Front Row Motorsports', 'Eront Row (software)',6 ..]

Thought 3: Front Row is not found. I need to search Front Row
(software)

Act 3: Search[Front Row (software) ]

Obs 3: Front Row is a discontinued media center software ..

Thought 4: Front Row (software) is controlled by an Apple
Remote or the keyboard function keys. So the answer is
keyboard function keys.

| Act 4: Finish[keyboard function keys] v

ReActin QA

ReAct: Synergizing Reasoning and Acting in Language Models

Thought: The model’s
understanding about the
current state

Act: external APlIs to
acquire external
knowledge

Observation: feedback or
results returned by external
environment



Introduction

AlfWorld

e /"
You are in the middle of a room. Looking quickly around you,

you see a armchair 1, a cabinet 4, .. a cabinet 1, a drawer 5,
.. & drawer 1, a dresser 1, a garbagecan 1, a safe 1, a shelf
12, .., a shelf 1, a sidetable 1, and a sofa 1.

Your task is to: put two keychain in safe.

r

(a) ReAct ]

( L

Obs 16: You cpen the drawer 4. The drawer 4 is open. In it, you
see a keychain 3, and a watch 2.

Act 17: Think [Now I find the first keychain (3). Next, I need to
take it. I can find the second keychain (2) later in drawer 4.

Act 18: take keychain 3 from drawer 4

Obs 18: You pick up the keychain 3 from the drawer 4.

Act 22: put keychain 3 in/on safe 1

Obs 22: You put the keychain 3 in/on the safe 1.

Act 23: Think [Now I put the first keychain in safe. Next, I need

to find the second keychain. I can directly go to drawer 4. 1

Act 24: go to drawer 4

Obs 24: The drawer 4 is open. In it, you see a watch 2.

Act 25: Think [Now I find the second keychain (2). Next, I need
to take it.]

Act 26: take keychain 2 from drawer 4

Obs 26: Nothing happens. )(

( ]

' | (b) ReAct (Human Thought edit) )i

keychain 3, and a watch 2.
Act 17: Think [Now I find the first keychain (3).
i ; s A . ]

the second keychain , which is more likely to appear in dresser

Obs 16: You open the drawer 4. The drawer 4 is open. In it, you see a

Next, I need to take it.

Act 18: take keychain 3 from drawer 4

Obs 18: You pick up the keychain 3 from the drawer 4.

Act 22: put keychain 3 in/on safe 1

Obs 22: You put the keychain 3 in/on the safe 1.

Act 23: Think [Now I put the first keychain in safe. Next, I need to find

(1),

garbagecan (1), safe (1), sidetable (1), sofa (1), shelf (1-12)

-1

Act 24: go to dresser 1

keychain 1, a laptop 1l...

Act 25: Think [Now I find the second keychain (2).
it.]

Act 26: take keychain 2 from dresser 1

Obs 26: You pick up the keychain 2 from the dresser 1.
Act 27: Think [Now I take the second keychain (2).
in/on safe 1.]

Act 28: go to safe 1

watch 3.
Act 29: put keychain 2 in/on safe 1
\pbs 29: You put the keychain 2 in/on the safe 1.

Obs 24: On the dresser 1, you see a box 1, a creditcard 1, a keychain 2, a

Next, I need to take

Next, I need to put it

Obs 28: The safe 1 is open. In it, you see a keychain 3, a statue 2, and a

v

+

J

ReAct in Embodied Env

ReAct: Synergizing Reasoning and Acting in Language Models

Thought: The model’s
understanding about the
current state

Act: external Actions to
acquire external
knowledge

Observation: feedback or
results returned by external
environment



Introduction

@ Find round trip flights from SEA to NYC on Sth
month and filtered by price in ascending order.

“ = XUI-TARS

X Thought: To proceed with finding
flights from SEA to NYC on the Sth of
next month, I need to first select the
departure city. Click on the "From"'
field to open the dropdown menu for
selecting the departure city.

® Action: click (start_box: [0.247, 0.236,
0.247, 0.236])

X Thought: To proceed, I need to type
"SEA" into the "Origin" field. This will
set the departure city to Seattle, which
is the first step in specifying the flight
search criteria. Type "SEA" into the
"Qrigin" field to set the departure
city to Seattle.

/" Action: type (content="SEA")

X Thought: To confirm the departure city
as "SEA" (Seattle, WA), I need to
select it from the dropdown menu. This
ensures that the correct city is set for
the flight search, allowing me to move
forward with entering the destination

- Skip several steps

and other search criteria. Click on the @

"SEA - Seattle, WA" option in the
dropdown menu to confirm the

departure city.

© Action: click (start_box: [0.297, 0.456,
0.297, 0.456])

X Thought: I have completed departure
and destination city selection. To
proceed with the task, I need to specify
the travel dates. Since the "Depart"
field is highlighted, I will click on it to
open the date selection interface, where
I can choose the 5th of next month.
Click on the "Depart' field to open
the date selection interface for

specifying the departure date.

® Action: click (start_box: [0.5, 0.246,
0.5, 0.246])
8

ReAct in Computer-using Env

UI-TARS: Pioneering Automated GUI Interaction with Native Agents

Thought: The model’s
understanding about the
current state

Act: external Actions to
acquire external
knowledge

Observation: feedback or
results returned by external
environment, the next page
here



Reasoning vs Acting vs Planning

Reasoning Planning

Acting

[ LLM } [ LM 1 — 6 Reason or Act

CoT [ Decomposmon] [ Models ][ APIs ] [ Agents ] é&;

[Backward ] [Reﬂection ] [ Alternative ] [ Webs ] [ Retriever ] [ Calculator ]

7?70

Cognitive mechanism / functions

from Cognitive Science Physical Tools / Actions Decision-making

Planning

Empowering Large Language Models: Tool Learning for Real-World Interaction (SIGIR 2024 Tutorial)



Reasoning vs Acting vs Planning

Do/ . .
G reasoning == acting @

If reasoning == acting [Yao et al, ...]

3, Shunyu Yao Thinking, or reasoning, is a strange kind of action

EBshunyuYaol2

Toreason and act is the same thing --- The Second Half, Shunyu Yao
EhiEesT

TH10:56 - 24/6/24 3B Earth - BG5S N6

https://ysymyth.qithub.io/The-Second-Half/
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Reasoning vs Acting vs Planning

ke reasoning == acting

If reasoning == acting [Yao et al, ...]

{

Engineering at Anthropic "name": "think",

"description”: "Use the tool to think about something. It will not obtain new information or change

a a database, but just append the thought to the log. Use it when complex reasoning or some cache memory is
'he "think" tool: Enabling
[ ]

"input_schena": i",
Claude to stop and think in e |
I:I ' complex tool use situations T T

required": ["thought"]
R or 202028 A new tool that improves Claude's complex problem-solving performance }

https://www.anthropic.com/engineering/claude-think-tool
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Reasoning vs Acting vs Planning

oo | |
G reasoning == acting @

If reasoning == acting [Yao et al, ...]

then how should we viem them in an unified manner?

else: Theory of Agent: Reasoning and Acting are both Tools

what’s real difference between reasoning and acting?

Empowering Large Language Models: Tool Learning for Real-World Interaction (SIGIR 2024 Tutorial)



What'’s tool?

{3 Claude-3-Haiku Poe

"Tool" is a broad term that can refer to various objects or devices used to perform a specific
task or function. In a general sense, a tool is an instrument or implement designed to help a
person accomplish a particular goal or activity more efficiently or effectively.

Tools can come in many different forms, such as:

1. Handheld implements: These are tools that are held and manipulated by hand, like
hammers, screwdrivers, pliers, saws, etc. They are commonly used in construction,
repair, and maintenance work.

2. Powered tools: These tools use some form of power source, such as electricity,
batteries, or fuel, to assist or automate a task. Examples include power drills,
chainsaws, lathes, and sanders.

3. Measuring tools: These tools are used to quantify or assess various properties, such as
length, weight, temperature, or time. Examples include rulers, scales, calipers, and
stopwatches.

4. Computer software and applications: In the digital age, software programs and apps on

users perform tasks like writing, analysis, communication, and entertainment.

5. Conceptual tools: Some "tools" are not physical objects but rather mental frameworks,
methodologies, or approaches that help people solve problems, make decisions, or
accomplish goals. Examples include problem-solving techniques, decision-making
models, and management strategies.

Answer from LLMs

Google Scholar

Articles

Any time

Since 2025
Since 2024
Since 2021

Custom range...

Sort by relevance
Sort by date

Any type
Review articles

include patents
v include citations

Create alert

cognitive tool n

About 5,860,000 results (0.13 sec)

What are cognitive tools?
DH Jonassen - Cognitive tools for learning, 1992 - Springer

... tools tools that extend the mind This workshop was about cognitive tools - computer-based

tools ... Computer-based cognitive tools are in effect cognitive amplification tools that are part of ...

¥¢ Save Y9 Cite Cited by 508 Related articles All 5 versions

roF] Technology as cognitive tools: Learners as designers

DH Jonassen - ITForum Paper, 1994 - tecfa.unige.ch

... Cognitive tools are generalizable computer tools that ... Cognitive tools and environments
activate cognitive learning strategies and critical thinking. They are computationally based tools ...
7% Save 99 Cite Cited by 383 Related articles All 4 versions $®

Book] Computers as Cognitive Tools: 1
SP Lajoie, SJ Derry - 1993 - books.google.com

... are employed, and the forms of “cognitive tools” that are embedded within systems to help
... computers as tools for enhancing learning. Computers as Cogpnitive Tools is appropriate for ...
¥¢ Save 99 Cite Cited by 924 Related articles All 10 versions $®

Book] Cognitive tools for learning
PAM Kommers, DH Jonassen, JT Mayes - 1992 - research.utwente.nl

... to address the theme of cognitive tools as discussed in this book ... tools and was the main
reason that 'cognitive tools' became ... during instruction allows for cognitive amplification. Some ...
Y7 Save P9 Cite Cited by 342 Related articles All 8 versions 9

Answer from Scholars

Empowering Large Language Models: Tool Learning for Real-World Interaction (SIGIR 2024 Tutorial)



Unification of Reasoning and Acting

Tool is defined as object that can extend an individual’s ability to modify features of
the surrounding environment or help them accomplish a particular task in general.
It can be internal cognitive/conceptual tools (i.e., reasoning) and external
physical tools (i.e., acting).

/\ Physical Tools
Models

3] Retriever

Calculator

Apple Intelligence

Programs

‘Webs

Robots

Knowledge Sources

3 @

NN NE NENE NENAN

external internal

Empowering Large Language Models: Tool Learning for Real-World Interaction (SIGIR 2024 Tutorial)



Reasoning ~= Acting (in) Tools

Internal cognitive/conceptual tool refer to specifies an internal cognitive
mechanisms that aids systematic or investigative thought, to retrieve internal
knowledge of agent about current state.

External physical tool refer to external modules that are invoked by a rule or a
specific token and whose outputs are incorporated into the context of agent.

= Useful: Atool must effectively complete one or multiple tasks. It
typically receives inputs and produces outputs.
Essence of Tool
= On-demand: A tool must be used as needed, meaning it is
invoked based on the current state.

Empowering Large Language Models: Tool Learning for Real-World Interaction



Some Typical Tools

Chain-of-thoughts (CoT)
Reflection
Decomposition

APls

Actions

Search Engine
Seek Human Help

Useful

v

v

On-demand

v

v

To CoT orR NOT TO COT? CHAIN-OF-THOUGHT HELPS
MAINLY ON MATH AND SYMBOLIC REASONING

Zayne Sprague®, Fangcong Yin®, Juan Diego Rodriguez®, Dongwei Jiang®,

Manya Wadhwa®, Prasann Singhal®, Xinyu Zhao*,

Xi YeV, Kyle Mahowald®, Greg Durrett®

#The University of Texas at Austin,  Johns Hopkins University, ¥ Princeton University
zaynesprague@utexas. edu

User Instruction

Search for a locomotive departing from Portland, OF on the 2nd of
this month to Vancouver, BC, and then search for a residence in
-

Vancouver for two people with a rating of 4.2 or higher. O

Visible APPs with APIs

O Pmon - BOGEA
\ Planning Path

from, total, class, ... = findtrains (date_of journey =
&= 2019-03-02, from = Portland, /0 = Vancouver)

where_to, address, ... = searchhouse ( number_of_adults
=2, raling = 4.2, where o = Vancouver)

These tools effectively address inherent limitations of LLMs, such as AppBench
outdated information, while also expanding the capabilities to interact
with the external environment.

AppBench: Planning of Multiple APIs from Various APPs for Complex User Instruction



New Agent Definition

“ An agent is an entity that coordinates internal cognitive tools (e.g., reflection) and external
physical tools (e.g., function callings) to acquire knowledge in order to achieve a specific goal.

CoT Reflection =« Decomposition Actions Models Functions
Memory

Internal Cognitive Tools External Physical Tools

Agent: Goal-oriented @
Tool-use Decision Maker

Toward a Theory of Agents as Tool-Use Decision-Makers



Theory of Agent v.s Theory of Mind

What to Know About Theory of Mind

Theory of mind (often abbreviated to ToM) refers to the
capacity to understand other individuals by ascribing mental
states to them. A theory of mind includes the understanding
that others' beliefs, desires, intentions, emotions,

and thoughts may be different from one's own

Theory of agent (ToA) characterizes an agent’s capacity to
Q — @ model not only external environments (i.e., physical world

model) but also its own internal knowledge state (i.e.,
Agent w internal world model) to make decisions and complete the
goal.

Toward a Theory of Agents as Tool-Use Decision-Makers
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New Agent Definition

* An agent is an entity that coordinates internal cognitive tools (e.g., reflection) and external
physical tools (e.g., function callings) to acquire knowledge in order to achieve a specific goal.

“ Unified Format: © = (t,, k{, ty, ko, ..., ty, kyy)
t.., k, stands for tool call and returned knowledge at n,;, step. The tool could be either
internal or external.

>~ @
</ W
/\A r E l world model
k_/ learning
7T(9) policy learning ‘]‘r(g) Q E

Toward a Theory of Agents as Tool-Use Decision-Makers



New Agent Definition

* An agent is an entity that coordinates internal cognitive tools (e.g., reflection) and external
physical tools (e.g., function callings) to acquire knowledge in order to achieve a specific goal.

*» Flexible and Robust
» |t degrade to previous ReAct paradigm if we consider the internal tools and internal
knowledge as whole reasoning part, then it becomes (1, t{, k4, ..., 73, t, k) here t,, k,,
only stands for external part.

= [f we solely consider internal tools, it is proved that simply outcome-based reward can
trigger various tool utilization such as reflection and decomposition to solve the
problem in Large Reasoning Models (i.e., DeepSeek-R1). Alternatively, simply
outcome-based reward also trigger various external tool utilization as evidenced Iin
recent studies (i.e., Search-R1, ToRL, OTC-PO).

Toward a Theory of Agents as Tool-Use Decision-Makers



New Agent Definition

* An agent is an entity that coordinates internal cognitive tools (e.g., reflection) and external
physical tools (e.g., function callings) to acquire knowledge in order to achieve a specific goal.

% Potential Next Scaling Law
= Next Tool Prediction: Just as next-token prediction enables LLMs to learn a
compressed representation of the world from text, next-tool prediction allows agents
to learn procedural knowledge through interaction.

5 Percy Liang @

\ @percyliang
What is the analogue of next-token prediction for
reinforcement learning? To get true generality, you

want to be able to convert everything in the world
to an environment+reward for training.

EhEsT
T10:50 - 27/2/25 - 5.4 REE

Q) 22 1 33 ¥ 293 [J 180 &

Toward a Theory of Agents as Tool-Use Decision-Makers



New Agent Definition

* An agent is an entity that coordinates internal cognitive tools (e.g., reflection) and external
physical tools (e.g., function callings) to acquire knowledge in order to achieve a specific goal.

T = (tl, kl, tz, kz, vy tn, kn)

¢ Next natural question: how to coordinate these tools? (Decision-Making Process ...)

Toward a Theory of Agents as Tool-Use Decision-Makers



Internal or External ?

* We want the agent call internal tools when they know certain knowledge, while only invoke
external tools when they do not know certain knowledge.

“The autonomous machine intelligence is designed to minimize the number of
actions a system needs to take in the real world to learn a task. It does so by learning

Why? a world model that capture as much knowledge about the world as possible without
y taking actions in the world.” --- Yann Lecun

/'> r world model learning
planning ‘.\

acting policy learning W {v licy | )
B - B l e T
K_./ \___*
71_(9) policy learning w 71-(9) Q’ @ Tw (0) Acting w

A Path Towards Autonomous Machine Intelligence
DYNA-THINK: Synergizing Reasoning, Acting, and World Model Simulation in Al Agents



Internal or External ?

* We want the agent call internal tools when they know certain knowledge, while only invoke
external tools when they do not know certain knowledge.

Optimize Tool Use Decision Boundary to match —~\
Knowledge Boundary (41774 —) @

External Knowledge External Tool Use Decision
boundary . boundary
knowledge Physical

Decides L
Int L Internal
nterna @ Cognitive =
knowledge

Tools
Monitor: Self-aware Knowledge Boundary Control: Self-aware Tool Utilization

Toward a Theory of Agents as Tool-Use Decision-Makers



How can we achieve such behavior?

Three key principles of knowledge boundary and decision boundary of agent

¢ Principle 1: Foundation

¢ Principle 2: Uniqueness and Diversity

“ Principle 3: Dynamic Conservation

Toward a Theory of Agents as Tool-Use Decision-Makers



Assumption 1: Given a LLM, its knowledge boundary is fixed at time t.

Lemma 1.1: Generally, as time advances, the model's capabilities evolve and the knowledge
boundary expands.

Lemma 1.2: Specifically, the knowledge boundaries can be redistributed, e.g., through training,
allowing for strengthening in specific domains.

External External Knowledge External

Knowledge
knowledge boundary knowledge R knowledge

Internal E] Internal E]
knowledge knowledge

(a) Knowledge Boundary (b) Knowledge Expansion (c) New Knowledge Discovery

Knowledge

Internal

knowledge

New
Knowledge

Toward a Theory of Agents as Tool-Use Decision-Makers



Assumption 2: Different LLMs have Different Knowledge Boundaries.

= Lemma 2.1: Each model has its own knowledge boundary and decision boundary.

= Lemma 2.2: There exist minimal and maximal knowledge (and decision) boundaries across
all models.

External External Maximal knowledge
boundary

knowledge knowledge

Minimal
knowledge
boundary

Toward a Theory of Agents as Tool-Use Decision-Makers



Assumption 3: Dynamic Conservation of Knowledge

= Lemma 3.1: At any time step t, the total world knowledge W, is fixed and identical across all
models.

= Lemma 3.2: For any task or query g and model m, there exists a minimal and fixed epistemic
effort N(q, m) allocated between internal and external sources, that is necessary to solve the

task, suchas N(q,m) = Kj;; + Koyt

Toward a Theory of Agents as Tool-Use Decision-Makers



Assumption 3: Dynamic Conservation of Knowledge

= Lemma 3.1: At any time step t, the total world knowledge W, is fixed and identical across all
models.

= Lemma 3.2: For any task or query g and model m, there exists a minimal and fixed epistemic
effort N(q, m) allocated between internal and external sources, that is necessary to solve the
task, suchas N(qg,m) = K;,;p + Koyt

m Task-Model dependency Optimization: N(q, m) is jointly determined by the complexity
of the task and the capabilities of the model.

m Capability Equivalence via Dynamic Offloading: Even models with limited internal
capacity can achieve same performance by dynamically offloading reasoning or retrieval
steps to more capable tools or agents. There is no difference between 8B (K,,; — N) and
70B (K;,,; — N)from Agent perspective considering models as one of tools.

m Agent Objective: Pursuing the optimal behavior that minimize interactions while
managing latency, cost, and constraints, besides the final correctness.



A Roadmap to Autonomous Agent

m Agentic Pretraining: Next tool prediction, As research trends toward unified agent architectures, modeling
all forms of interaction (API calls, Ul navigation, or environment manipulation) as structured, learnable

outputs opens the door to a new kind of scaling law: one that governs knowledge acquisition, not just
compression.

m Unified Format: 7 = (tq, kq, t2, ko, ..., tn, ky)

m Data Collection: It is extremely challenging to collect massive pretraining interaction corpus.

Toward a Theory of Agents as Tool-Use Decision-Makers



A Roadmap to Autonomous Agent

m Agentic Pretraining: Next tool prediction, As research trends toward unified agent architectures, modeling
all forms of interaction (API calls, Ul navigation, or environment manipulation) as structured, learnable
outputs opens the door to a new kind of scaling law: one that governs knowledge acquisition, not just
compression.

m Agentic Supervised-finetuning: It is important to collect model-task-specific trajectories instead of
collecting one trajectory for all models due to lemma 2.1. Additionally, it is more effective to leverage the
lemma 2.2 by utilizing maximal knowledge boundary to build one-fits-all dataset.

m Agent Reinforcement Learning: Reinforcement learning (RL) offers a more promising path for aligning a
model’s decision-making with its own knowledge boundary, as agents can learn from experience how to
adaptively use tools. The key challenge lies in designing reward functions that go beyond correctness

m Agent Prompting: Once the model is trained, previous numerous studies utilize prompt engineering to
develop task-specific agentic workflows across various domains. Despite achieving exceptional performance
on complex tasks, few of these approaches rigorously evaluate behavioral optimality, such as internal
cognitive tool overuse (i.e., overthinking) or external physical tool overuse (i.e., overacting).

Toward a Theory of Agents as Tool-Use Decision-Makers



Agentic SFT -- SMART

% Metacognition in human:

% People often rely on intuitive feelings of certainty or uncertainty as heuristic cues to guide their
meta-reasoning decisions

s Simply: Thinking about how to “think”

[ What is newest chip developed by the company whose CEO is Tim Cook? ]

Slow-changing fact within Fast-changing fact beyond

??eff_lc_:?gmhon ) user’s knowledge user’s knowledge Lo
mplicit awareness Thinkin

Tim Cook has been Apples The newest chip is always fast-changin About Thinking
— | CEO for a long time, this — 4 and I haven't been watching news abouf == = = = = = — >

is a slow-changing fact Apple these days.

2 | Tim Cook Is | ( Search for the ) ‘
| Apples CEO | newest Apple chip 7
Guide th f ’ G 'Ld th, ftJ 1 Thinking
. uide the usage of user’s uide the usage of too
User Reasomng own knowledge to search for answer

(Explicit thoughts)

SMART: Self-Aware Agent for Tool Overuse Mitigation



SMART-Enhanced Reasoning

% Calibration of metacognition needs training on model’'s awareness of its knowledge boundary

* Reasoning chain should integrate what model knows and what it is generally not good at

-y

R >== =~ i e >- T~

-~ ~ \ e ~ v N
4 * 4 LI
_ | am not sure about it R -4 : . \
A ks L l +~ " It’s just a very simple l
' since this is the most A ' . L A
“~-  fast-changing \ ~,__ calculation step within my \
I = \\ I ' [ \\
established knowledge
Mo knowledge ... v ‘o g€ -/
- J -< /
\\ I\ —/ \\ \ I\ ,/
-\ / - - N _—-\ V4 — —

SMART: Self-Aware Agent for Tool Overuse Mitigation



SMART-Enhanced Reasoning

s We adapt three established dataset to create the reasoning chain:

% Math: simple arithmetic v.s. challenging calculation 2 Code
(Adapted from MATH)

< Intention: commonsense v.s. user specific intentions @ AskUser
(Adapted from Intention-in-Interaction)

s Time: never-changing facts v.s. fast-changing facts _ ’

(Adapted from FreshQA) Search

SMART: Self-Aware Agent for Tool Overuse Mitigation



SMART-Enhanced Reasoning

s Collect the dataset in the following format, where
external tools are only invoked when the knowledge
is unknown (i.e., challenging calculation, user
specific intentions, fast-changing facts):

(tl, kl, tz, kz, seny tn, kn)
s With SMART-ER, we train SMARTAgent that could

perform smarter tool use, only use tools when
necessary, but still achieves higher performance

W (The city that will hold ACL 2025 s situated along which river? )

(- Where will ACL 2025 be held? ] [ - The city is situated along which river? |
Time ® k@ Fast-changing Fact) (' Never-changing Fact)

ACLS hosting city Vienna is along Danube
isa fusf—chan |ng % IQ e dty}lcp River, which is a never-

fact necessitafin _ cha ing fact within my
Search tool 9 EQ Result: Vienna ed ge

Christine needs at least 45 fl oz of milk, and the store sells 200 mL bottles;
( E\E with 1 L = 33.8 fl oz, what is the minimum bottles she must buy?

Mufh - Give the expression for calculation (— Output accurate final resulﬂ
(A) { 99 Challenging Arithmetic)

45 fl equals (45/33.8)#1000 Give precise answer
mL, which necessifates is charilen inF for A Pg;:‘;é;gﬂééﬁlﬂ
(P (45/33.8)01000/200 bottles. & me, especially %
This simple calculation is arithmetic \'ﬂﬂ’\
within my ability floating numbers. :

- [ What are the best distribution options of Linux for heginners?]

i [- What are existing Linux dlsh‘ibu‘rions?] - What’s hardware specifications?
Intent ® (@ User-Independent Knowledgta (2" User Preferences

Dstators he Mint [ AskGerre e | Then Lt o
& Fc'o‘r ene"ﬂd ﬂbﬁe % =/ hardware specfication?) the best op ;gn to
These are distributions : ensure SmMoo
commonly used. [ & Result: PC’s very old | performance

SMART: Self-Aware Agent for Tool Overuse Mitigation



SMART-Enhanced Reasoning

% SMARTAgent achieves higher accuracy with lower tool call number and higher confidence in

decision,

thus mitigating tool overuse

Method Model Math (MATH) Time (FreshQA) Intention (Intention-in-Interaction)
Tool Used* Accuracy! Tool Used* Accuracy’ Tool Used* Missing Details Recovery’ Summarized Intention
(Times) (%) (Times) (%) (Times) (Lv3/Lv2, %) Coverage' (%)
Open-Source
Normal Mistral-7B 0.00 17.00 0.00 48.00 0.00 41.86/43.84 - Llama-3.1-8B-Instruct Mistral-7B-Instruct
Reasoning Trained 3.1 N
casoning Trained  Llama-3.1-8B 0.00 41.00 0.00 48.00 0.00 38.37/42.49 w10l 0.988 0.985 w0l 0.9981.000( 959
3 o o
Mistral-7B 0.00 17.25 0.00 29.00 0.00 37.21/33.06 - s 0.913 o810 | o
Llama-3.1-8B 0.00 53.00 0.00 26.00 0.00 4070/ 25.76 - S So9!
Base Model =09 0.9
Reason Mistral-Nemo(12B)  0.00 47.00 0.00 33.00 0.00 44.19/28.37 - = =
easoning Prompt H ] 0.796
Mistral-Smali(24B)  0.00 72.25 0.00 34.00 0.00 41.86/31.82 - Los Los! -
Llama-3.1-70B 0.00 70.00 0.00 36.00 0.00 41.86/29.24 - ] o
€ 0.7 0.691 0.7
Mistral-7B 3.90 13.25 1.67 49.00 3.80 48.84/21.70 63.04 g® g
Base Model Llama-3.1-88 1.93 51.00 2.05 56.00 377 5476/ 25.90 70.20 = 06 = 061
Mistral-Nemo(12B) ~ 2.35 46.00 1.19 59.00 1.80 31.35/5.82 59.27 i he Nowan
Tool Promet Mistral-Small(24B) 155 76.00 1.73 62.00 2.5 4574133.62 78.20 © “ 0.515 B
istral-Sma . R . l - B R o ([Search]]
05 - — 5 - —
Llama-3.1-70B 3.53 67.50 2.08 63.00 271 45.74/35.96 61.68 Correct Decision Wrong Decision Correct Decision Wrong Decision
Mistral-7B 06055 2275500 100,06 6400:500 360,000 7442005 5/ 654410 o 81.76+ 15 72 [[Reasoning]] ~ WM [[AskUser]] WM [[Search]]
Llama-3.1-8B 0.88,,05 54.75:1 75 105,00 67001100 3801003 810,550/ 674110500 78284 05 . .
SMARTAgent  Miswral-Nemo(12B) 0825 49505 100,050 700010 3345 719/ 6215 0 82.30.25 05 Flgurg 5: Confidence analySIS shows that SMART effec-
Mistral-Small(24B) 0.79;076  69.75,625 100,075 66.00+4.00 389157 74420565 / 68.8T 15505 84.99 79 ] L. .
Uama3 1708 038z50 TSbuso  Olaor 6600w 3Show 860w /BiSmi 868 tively enhances the model’s decision-making confidence
Tool Used Macro-Average Decrease (%)  24.00 Performance Macro-Average Increase (%) 37.10 . . .
= in selecting the correct reasoning approaches.
osed-Source
Base Model GPT-4o0-mini 0.00 73.00 0.00 44.00 0.00 4535/32.41 -
Reasoning Prompt  GPT-4o 0.00 79.50 0.00 47.00 0.00 38.37/28.54 -
Base Model GPT-4o-mini 2.55 54.50 1.06 56.00 1.91 50.00 / 26.90 76.44
Tool Prompt GPT-4o0 0.27 79.25 1.01 65.00 1.17 40.70/15.61 86.80

SMART: Self-Aware Agent for Tool Overuse Mitigation



What’s SMART Anyway?

% Each LLM has different knowledge boundary
% SMART-ER ensures certain knowledge is what all LLMs do not know

% This One-fit-for-all strategy is approximating Maximal Knowledge Boundary (lemma 2.2)

External External Maximal knowledge
boundary

knowledge knowledge

Minimal
knowledge
boundary

SMART: Self-Aware Agent for Tool Overuse Mitigation



Problems of SMART

/

+» Different error still exists

s Tool overuse is not fully mitigated due to coarse-grained approximation

R/

+» Limited Generalization

Error Type (Explanation)

Case / Model Action

Wrong Reason

Common Seen

Repetitive Tool Calls
Uses the same query to call the tool
for multiple times.

Ignorance of Feedback
Overlooks tool feedback and fails to
correct erroneous behavior.

Tool Calls on Simple Subgoal
Invokes tool calls for subgoals that
are considered trivial by the user.

Inaccurate Tool Call Arguments
Employs imprecise arguments that
causes deviations in the solution chain.

Last Call: Search(current richest person)
Reasoning: several people are mentioned
instead of one richest, search again...

Tool Call: Search(current richest person)

Last Output: Error! Traceback: function ‘ceil’
not found
Tool Call: Code(""'print(ceil(45/33.8+5))""")

Reasoning: I need to use code to ensure the
accuracy of my calculation.
Tool Call: Code("""print(3040/2)""")

Query: Find the next music festival happening
in my city.
Tool Call: AskUser(what’s your favorite music)

The model fails to extract the
most useful information and

instead relies on repetitive calls.

The error persists due to the
absence of ‘from math import
ceil,” causing an incorrect call.

Still using tool calls on simple
calculation to ensure accuracy.

Ask about not-related trivial
details instead of where the city
is, date or time frame, etc.

Domain: Time
Tool Prompt

Domain: Math
Tool Prompt, SMARTAgent

Domain: Math
Tool Prompt, SMARTAgent

Domain: Intention
Tool Prompt

SMART: Self-Aware Agent for Tool Overuse Mitigation



Agentic RL - OTC-PO

Ve

\_

Can we effectively align an agent’s tool use boundary

to its knowledge boundary via RL, so that smarter
tool use could be achieved from experience?

\




Agentic RL - OTC-PO

We start from one fundamental assumption that given one problem and one LLM, there exist an optimal
number of external tools required, defined as minimal number of tool calls to solve the problem correctly.
Solution: add tool-use reward as a coefficient of (outcome reward + format reward)

Why tool-use reward? -> Tool overuse and underuse brings serious efficiency issues, especially
considering the cost of various tool calls in terms of time, money and computation.

|
! |
: 71,11, 01, oo, Ty s O Y1 ——— try ry A
) E’ i Reference
O olicy n, tl: 01, ) r‘p: tpr Op Y2 Model trz I, A2
Model — ® Group
x —r L Y = S G e | see aas
t | I_‘ ‘ Computatlon]_‘
Input EL Eny Reward
i, tl! 01, - "y tm: Om ym kMJ trm I'm Am
Tool-integrated Reasoning  Answer Tool-use Reward ngv":g Advantage

Acting Less is Reasoning More! Teaching Model to Act Efficiently



Agentic RL - OTC-PO

** We are the first to define this problem as follows: Here is a tool-integrated reasoning trajectory:
T = (ro,tco, 00), (r1,t€1,01), ...(Tk, tCk, OF),

where 13, tc;, 0; denotes the reasoning, tool call and returned observation respectively. The objective of
task is to provide the correct answer with minimal cost of tools given the question g and model M.

argmin Cost(7) subjectto M(q,7) = a,

T

s We are the first to define tool productivity (TP) as the fraction between benefits and cost.

TP = SN Hyi=i:}

N .
i=1 tCi

where [ is the indicator function which equals 1 if the generated answer is the ground truth answer.

Acting Less is Reasoning More! Teaching Model to Act Efficiently



Reward Design -- OTC-PO

Mool = COS (3 ) under different ¢ values

OTC-PPO i
Ttool = COS( T C) N
OTC-GRPO
1 if f(m,n) =n=0 0, ifrn=0andn =0
Ttool = COS( m+C) lfn = O f(m1 n) = ’n;’n,m ifn N 0 0.0

sin(£77°7)  otherwise , otherwise R T RO

m+n
OTC-PPO

% Unified Tool-integrated Reward Function

Tool Reward Answer Reward

tool (q’ y) —

1 _ .
Internal tools T¢ - TCOTT@Ct’ 5 8 10 12 14 16 1
External tools qub = Tcorrect + T format OTC-GRPO

Acting Less is Reasoning More! Teaching Model to Act Efficiently



Agentic RL - OTC-PO

NQ HotpotQA
Models EM(T) TC) TP (T) EM (T) TC () TP (7)
Qwen2.5-3B(-Base)
R1-Base 0.226 - - 0.201 - .
SFT 0.249 - - 0.186 B, :
RAG 0.348 1.0 0.348 0.255 1.0 0.255
IRCoT 0.111 10.0 0.011 0.164 10.0 0.016
Search-R1-PPO | 0.403 1.738 0.232 0.279 1716 0.163 . .. .
Search-R1-GRPO | 0.404 1.426 0.283 0.312 1.802 0.173 = Sim ply optlm ize answer correctness via RL
- OTC-PPO | 0.355 1.010(C 7 ) ) 0.351(a51.3% Y | 0260 1.026( T ") 0.253(A552%) . . . . .
gTC-(z"f;P%(B )0444 1.008 ( ) 0.440( ) | 0365 1.387( ) 0263 ( ) brlng Serious over-optlmlzatlon problem such
Wenzs.n- =Dase
Rl Base 02 ] ] 022 : ] as tool overuse issue.
RAG 0.349 1.0 0.349 0.299 1.0 0.299
IRCoT 0.224 9.999 0.022 0.133 9.982 0.013
Search-R1-PPO | 0.449 3282 0.136 0.380 3741 0.102 R
Search-R1-GRPO | 0.399 1.697 0.235 0.341 2.109 0.162 = OTC-PO S|gn|f|ca I’Ttl.y reduce the tool calls
- OTC-PPO | 0446 1.040(C ) ) 0429 (A 215.4% Y| 0383 1.464( 0 ) 0.262(A 156.9%)
OTC-GRPO 0.444  0.990 ( ) 0.448 ( y | 0366 1.005( ) 0.364( ) and improve the tool productivity’ especially
when the size of model increases.
Models | ATME24 \ AIME25
EM®  TC) TP(H  [EMM __ TC) TP (D)
Qwen2.5-Math-1.5B(-Base) ‘
Qwen2.5-Math-1.5B-Ins 10.0 - - 10.0 - -
Qwen2.5-Math-1.5B-Ins-TIR 13.3 1.1 12.1 13.3 14 9.5
ToRL-GRPO 23.3 2.2 10.6 233 2.3 10.1
“OTC.GRPO ~~ [ 200 " 1T 0T T 182G I | T 2000 T 110 0 07y T 182(4 S02%)
Qwen2.5-Math-7B(-Base)
Qwen2.5-Math-7B-Ins 10.0 ; . 167 ; ;
Qwen2.5-Math-7B-Ins-TIR | 26.7 16 164 16.7 14 122
Base-RL 33.3 - - 6.7 - -
ToRL-GRPO 36.7 2.1 175 26.7 21 127
TOTC.GRPO ~~ """ 7[ 7 3677 07(° 7)) 52474 1993% Y7233 T080 77y 9.0 129

Acting Less is Reasoning More! Teaching Model to Act Efficiently



Agentic RL - OTC-PO

Question: Are Giuseppe Verdi and Ambroise Thomas both Opera composers ?

Answer: Yes

Search-R1-PPO: <think> | need to determine if Giuseppe Verdi
and Ambroise Thomas are both opera composers. </think>
<search> Giuseppe Verdi </search>
<observation> ... </observation>
<search> Ambroise Thomas </search
<observation> ... </observation>
<search> Are Giuseppe Verdi and Ambroise Thomas both
Opera composers? </search>

<observation> ... </observation>

<think> Based on the observations, both Giuseppe Verdi and
Ambroise Thomas are described as composers, specifically
opera composers. </think>

<answer> yes </answer> (Tool Calls = 3)

~, @ Cognitive Offloading fosters dependency on external
‘Wi‘ {ﬁi‘, ~ tools, causes memory capabilities to diminish, and
s inhibits the development of internal reasoning..

Undesirable tool
- Uuse behavior

OTC-PPO: <think> First, | need to determine if Giuseppe Verdi
and Ambroise Thomas are both opera composers. </think>
<search> Giuseppe Verdi and Ambroise Thomas both Opera
composers </search>

<observation> ... </observation>

<think> Based on the search results, Giuseppe Verdi and
Ambroise Thomas are both known as opera composers.
</think>

<answer> yes </answer> (Tool Calls = 1)

<think> To answer this question, | need to check if both
Giuseppe Verdi and Ambroise Thomas are composers of opera. | don\'t
have immediate access to this knowledge, but | can conduct a search to
find out. </think>
<search> who are Giuseppe Verdi and Ambroise Thomas and their works
</search>
<observation>...</observation>
<think>From the information gathered, ... This confirms Thomas as an
opera composer. Next, | will search on Giuseppe Verdi. </think>
<search> who is Giuseppe Verdi </search> Undesirable tool
<observation>...</observation> use behavior
<think>Giuseppe Verdi is named as an Italian opera composer of
prominent stature. This confirms Verdi as an opera composer. Answering
the initial question: Question: Are Giuseppe Verdi and Ambroise Thomas
both Opera composers? </think>
<answer> yes </answer> (Tool Calls = 2)

OTC-GRPO: To answer the question of whether Giuseppe Verdi and
Ambroise Thomas are both Opera composers, let's first reason through the
information:

1. Giuseppe Verdi is a well-known Italian opera composer. He is famous for
his numerous operas, including "Rigoletto," "La Traviata," and "Aida."

2. Ambroise Thomas is a French opera composer. He is known for his
operas such as "Mignon" and "Hamlet."

Based on this reasoning, both Giuseppe Verdi and Ambroise Thomas are
indeed Opera composers.

<answer> yes </answer> (Tool Calls = 0) y

Acting Less is Reasoning More! Teaching Model to Act Efficiently

Cognitive offloading appears
more often in larger LLMs.

(Minimizing external tool calls
= maximizing internal
reasoning) = Smart Agent.



Agentic RL - OTC-PO

n
Il
(o]
=

=1

[l
#*

351 — orc-GRPO

3.0 Search-R1-GRPO
OTC-PPO

23 Search-R1-PPO
2.0

1.5

AR RN

Run Time

2.5 OTC-PPO
Search-R1-PPO
2.0 4 —®— OTC-GRPO
Search-R1-GRPO

—
n

1.0

Response Length

17501 — oTC-GRPO
Search-R1-GRPO
QTC-PPO

1250 1 Search-R1-PPO

1500 -

~
u
=

1000 + o
\/\«‘M e
500 4

0.0 03 250 \F
0 50 100 150 gt‘}:p 250 300 350 400 100 150 200 SZtSE(; 300 350 400 0 50 100 150 5:12(:3 250 300 350 400
Models TriviaQA PopQA 2Wiki Musique Bamboogle
EM®M) TCA |EM®) TC{) |EM() TC{) |EM®M) TCQ) [EM(®) TC{)
Qwen2.5-3B(-Base)

Search-R1-PPO 0.566 1.580 | 0.425 1.631 0.258 1.675 | 0.051 1.922 | 0.063 1.766
Search-R1-GRPO | 0.587 1.455 0.345 1.542 | 0.257 1.991 0.084  2.263 0.203 1.859
“OTCPPO | 0.551 1.008 | 0409 1.009 | 0235 1.050 | 0.045 1.051 | 0.063 1.016
OTC-GRPO 0.608 1.046 | 0.441 1.030 | 0.341 1.561 0.124 1.734 | 0.266 1.547

Qwen2.5-7B(-Base)
Search-R1-PPO 0.596  3.353 0420 33315 | 0326 4.116 | 0.135 4294 | 0375 3.641
Search-R1-GRPO | 0.578 1.704 | 0411 1.754 | 0340 2.521 0.130 2.616 | 0.203 1.859

" OTC-PPO | 0.623 1.066 | 0425 1.083 | 0363 1.868 | 0.152 1942 [ 0391 1828
OTC-GRPO 0.597 0.430 | 0431 0.739 | 0311 0938 | 0.130 1.224 | 0.250 0.781

Acting Less is Reasoning More! Teaching Model to Act Efficiently

Simple
Faster
Generalizable

Scalable



Agentic Prompting — Self-DC

By the 15t principle: Given a LLM, its knowledge boundary is fixed at time t.

Thus, given one LLM and one question, there are four cases.

Single Known. The question contains no
sub-questions and can be solved using inter-

nal knowledge of LLMs, such as with the

() Q: s the President of the United States in 2024 the same gcncratculhcnnr{:ud method.
@ individual serving as the President in 20187

Timefine * Single Unknown. The question contains no

SfQ'-::L\thO(ijSSthe Presigg;ﬂa? 7"\ sA-1: Donald Trump sub-questions and can only be solved using

of the United States in ? ’ : :
external knowledge, such as with the retrieve-

date S Internal reasoning for known then-read method.
G
SQ-2: Who'is the President /= "\ ¢, o | oo * Compositional Known. The question contains
of the United States in 20247 "< Joe Biden , , " , w
several sub-questions, and each sub-question
External retrieval for unknown 1s Single Known.
@& + 5 A No, they are not the same person. / » Compositional Unknown. The question con-

tains several sub-questions, and at least one
sub-question is Single Unknown.

Self-DC: When to Reason and When to Act? Self Divide-and-Conquer for Compositional Unknown Questions



Agentic Prompting — Self-DC

Unknown Uncertainty Known By the 2" principle: different LLMs have different
knowledge boundaries.

0 a—f a+p 1

Confidence Score
Step1: knowledge boundary assessment for different LLMs,
l.e., uncertainty estimation such as prompting LLMs to
generate confidence scores or multiple sampling. (monitor)

| Step2: divide-and-conquer (control)

—
_
-

|
®
|

Ans Ans
(a) (b) (c)
This is the first work to consider the relationship
Our proposed Self-DC framework, including a) retrieve- between reasoning and acting in terms of trade-off
then-read for unknown questions, b) decompose-and- ) o
combination for uncertain questions; and c) generate- between effectiveness and efficiency.

then-read for known questions.

Self-DC: When to Reason and When to Act? Self Divide-and-Conquer for Compositional Unknown Questions



Agentic Prompting — Self-DC

» Self-DC achieves better trade-off between efficiency and effectiveness than
retrieval-based methods.

CuQA FreshQA
CuQA FreshQA

Methods M EM Fl Acc' [EM Fl Acdh oo .

w/o retrieval
Direct 0 [29.0 194 464 [272 173 530 12007 12007 e
CoT 0 [288 182 46.0 292 181 538 — 1000 - o 10001 - o i
Few-shot-CoT* 0 [ 430 32 508|350 9.1 554 b 60.0
GenRead 0 [29.6 292 474 |268 277 520 % 800 ° ';‘RC“ 800 | s

w/ retrieval E . Eiieed ss.og
RR n | 320 316 554|352 326 634 5 o Q Fow phorCoT *0]
REFEED 2n | 262 335 518|288 345 574 o + 8 rorrecen w0 e
IRCoT 3n | 47.8 135 64.6 | 342 178 614 V¥ seliask 50.0
Self-Ask* 0O-n| 198 38 484 | 56 98 590 200 fr Samc 2001 a5
ITER-RETGEN* | 2n | 234 126 509 | 312 21.1 558 v |
Self-DC (verb) 0-n | 340 322 53.8 |30.2 302 598 01 & . 4 e (Bie Set L 2 Y
Se[f.DC (pmb) 0-n 36_4 36.5 56_4 374 36.6 664 100000 200000 32?2360m:|0%i22 Nsuomoggro 600000 700000 0 100000 200000#?22223T:g:]oggmsgroooo 600000 700000

Self-DC: When to Reason and When to Act? Self Divide-and-Conquer for Compositional Unknown Questions



Future Direction

CoT Reflection == Decomposition Actions Models Functions

Memory

If the agent already fulfill the task,
Internal Cognitive Tools External Physical Tools What Should we pu rsue fu rther?

Agent: Goal-oriented @
Tool-use Decision Maker

1. Maximining Both Internal and External Tools ©=>» Over-optimization Problem and Not Efficient
2. Minimizing Both Internal and External Tools @ Hard to train and maybe not effective
3. Maximining Internal and Minimizing External Tools @ Mainstream path: OpenAl ¢?

4. Minimizing Internal and Maximizing External Tools ©=>» Counter-intuitive and also waste the reasoning
capabilities of LLMs

tool

76 (0,Y) = 0 * Teo01 ¥ T3(q,Y) OTC-PO Can do both 2 and 3.



Future Direction

s Cost of Diverse Tool (i.e., Reward). Both internal cognitive tools and external physical tools, in terms of
time, money and constraints.

»» Space of Diver Tool (i.e., Action), including both internal cognitive tools and external physical tools,
maybe just starting from different APls / Actions with reasoning as a whole.

s Better RL algorithms, such as StarPO, a trajectory-level optimization method in RAGEN from Zihan.
“* More applications: Al for science, ...

s More complex: knowledge overlap / conflict = please refer appendix in our theory of agent paper.
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