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q Principle 1: Foundation --- Self-awareness for Knowledge Boundary and Decision Boundary
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OpenAI Deep Research

Computer-Using Agent

Alita reaches top 1 at GAIA (validation, 2025.6)
Manus

Agents as the Last Mile of Intelligence to Users
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Agent = [Reasoning + Acting] * n

https://lilianweng.github.io/posts/2023-06-23-agent/https://react-lm.github.io/

Previous / Existing Popular Agent Definitions

4

https://lilianweng.github.io/posts/2023-06-23-agent/
https://lilianweng.github.io/posts/2023-06-23-agent/
https://lilianweng.github.io/posts/2023-06-23-agent/
https://lilianweng.github.io/posts/2023-06-23-agent/
https://lilianweng.github.io/posts/2023-06-23-agent/
https://lilianweng.github.io/posts/2023-06-23-agent/
https://lilianweng.github.io/posts/2023-06-23-agent/
https://react-lm.github.io/
https://react-lm.github.io/
https://react-lm.github.io/


The Relationship Between Reasoning and Acting

https://ysymyth.github.io/The-Second-Half/
https://www.anthropic.com/engineering/claude-think-tool

Reasoning and acting are
• Different tokens for model
• Different tools / actions for the agent
• Different interactions for user
• ….

But they are epistemic equal means to acquire
knowledge to solve the task.

5

https://ysymyth.github.io/The-Second-Half/
https://ysymyth.github.io/The-Second-Half/
https://ysymyth.github.io/The-Second-Half/
https://ysymyth.github.io/The-Second-Half/
https://ysymyth.github.io/The-Second-Half/
https://www.anthropic.com/engineering/claude-think-tool
https://www.anthropic.com/engineering/claude-think-tool
https://www.anthropic.com/engineering/claude-think-tool
https://www.anthropic.com/engineering/claude-think-tool
https://www.anthropic.com/engineering/claude-think-tool


§ Tool is defined as object that can extend an individual’s ability to modify features of the surrounding 
environment or help them accomplish a particular task in general. It can be internal 
cognitive/conceptual tools (i.e., reasoning) and external physical tools (i.e., acting).

§ Internal cognitive/conceptual tool refer to specifies an internal cognitive mechanisms that aids systematic 
or investigative thought, to retrieve internal knowledge of agent about current state (e.g, internal world
model).

§ External physical tool refer to external modules that are invoked by a rule or a specific token and whose 
outputs are incorporated into the context of agent (e.g., external world model).

Cognitive Tools
ü Strategies

v Question
v Trust
v …..

ü Reasoning Modules
v Reflection
v …

ü ……

Physical Tools
ü Models
ü Retriever
ü Calculator
ü Programs
ü Webs
ü Robots
ü Knowledge Sources
ü ……

internalexternal

Reasoning ~= Acting = Tools
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§ An agent is an entity that coordinates internal cognitive tools (e.g., reflection) and external 
physical tools (e.g., function callings) to acquire knowledge in order to achieve a specific goal.

New Agent Definition

§ Internal cognitive tools and external physical tools
are epistemic equal means to acquire knowledge
to solve the task, as shown in Figure (b).
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Three Advantages of Tool-integrated Agents

§ Unified Format: 𝝉 = (𝒕𝟏, 𝒌𝟏, 𝒕𝟐, 𝒌𝟐, … , 𝒕𝒏, 𝒌𝒏)
§ 𝑡!, 𝑘! stands for tool call and returned knowledge at 𝑛"# step. The tool could be either internal or

external.

§ Flexible and Robust
§ It degrade to previous ReAct paradigm if we consider the internal tools and internal knowledge as

whole reasoning part, then it becomes (𝑟$, 𝑡$, 𝑘$, … , 𝑟!, 𝑡!, 𝑘!) here 𝑡!, 𝑘! only stands for external part.

§ If we solely consider internal tools, it is proved that simply outcome-based reward can trigger various
tool utilization such as reflection and decomposition to solve the problem in Large Reasoning Models
(i.e., DeepSeek-R1). Alternatively, simply outcome-based reward also trigger various external tool
utilization as evidenced in recent studies (i.e., Search-R1, ToRL, OTC-PO).

§ Potential Next Scaling Law
§ Next Tool/State Prediction: Just as next-token prediction enables LLMs to learn a compressed 

representation of the world from text, next-tool prediction allows agents to learn procedural knowledge 
through interaction.
§ Procedural knowledge scaling ?= Context / experience scaling, leading to self-evolving agent
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How to coordinates internal and external tools?

Meta-Reasoning: Monitoring and Control of Thinking and Reasoning

§ How human call different tools in mind: meta-reasoning theory, metacognition, ……

§ How agent call different tools?
§ The key also lies in monitoring and control Judgement of solvability

Intermediate confidence
Reward model
Uncertainty estimation
…

Cognitive tools
Physical tools
…

Monitoring Control
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Two Concepts for Monitoring and Control

§ To make thing easier, let‘s assume all knowledge is correct, and can be accessed via tools, and
there is a way to accurately identify the knowledge boundary.

§ We hope that LLMs can utilize internal cognitive tools to gain internal knowledge while only call
external tools to gain external knowledge during problem-solving processing. (explain later)
§ The challenge here is self-aware tool utilization

Optimize Tool Use Decision Boundary to match Knowledge Boundary (知⾏合⼀)
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Principle 1: Foundations

§ Lemma 1.1: Generally, as time advances, the model's capabilities evolve and the knowledge 
boundary expands.

§ Lemma 1.2: Specifically, the knowledge/decision boundaries can be redistributed, e.g., 
through continual training, allowing for strengthening in specific domains.
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Self-DC: When to Reason and When to Act?

Self-DC: When to Reason and When to Act? Self Divide-and-Conquer for Compositional Unknown Questions, NAACL 2025, Oral

First Compositional unknown Question Answering dataset (CuQA)

§ Defining reasoning and acting as different
functions / tools. Call these functions
leveraging model-based planning, and
meta-reasoning theory (confidence
scores).

§ Solving compositional/complex problems 
in different level of granularity.

§ Simple and Scalable Purely based on 
self-aware capabilities of LLMs. As LLM 
evolves, the framework evolves.

Better alignment between two
boundaries brings better trade-
off between effectiveness and
efficiency.

First Framework to consider relationship between reasoning and acting 13



Principle 2: Uniqueness and Diversity

n Lemma 2.1: Each model has its own knowledge boundary and decision boundary.

n Lemma 2.2: There exist minimal and maximal knowledge (and decision) boundaries 
across all models.
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§ We adapt three established dataset to create the meta-reasoning chain:
§ Math: simple arithmetic v.s. challenging calculation (e.g., MATH)
§ Intention: commonsense v.s. user specific intentions (e.g., Intention-in-Interaction)
§ Time: never-changing facts v.s. fast-changing facts (e.g., FreshQA)

One-fit-for-all strategy is approximating 
Maximal Knowledge Boundary (lemma 2.2)

SMART: Self-Aware Agent for Tool Overuse Mitigation

SMART: Self-Aware Agent for Tool Overuse Mitigation, ACL 2025 Findings

SMARTAgent achieves higher accuracy with lower 
tool call number and higher confidence in decision

Code

AskUser

Search
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Principle 3: Dynamic Conservation of Knowledge

n Lemma 3.1: At any time step 𝑡, the total world knowledge 𝑊$ is fixed and identical across all
models.

n Lemma 3.2: For any task or query 𝑞 and model 𝑚, there exists a minimal and fixed epistemic
effort 𝑁 𝑞,𝑚 allocated between internal and external sources, that is necessary to solve the 
task, such as 𝑁 𝑞,𝑚 = 𝐾%&$ + 𝐾'($.

n Task-Model dependency Optimization: 𝑁 𝑞,𝑚  is jointly determined by the complexity of the task 
and the capabilities of the model.

n Capability Equivalence via Dynamic Offloading: Even models with limited internal capacity can 
achieve same performance by dynamically offloading reasoning or retrieval steps to more capable 
tools or agents. There is no difference between 8B (𝐾%&" → N) and 70B (𝐾'!" → N) from Agent
perspective considering models as one of tools.

n Agent Objective: Pursuing the optimal behavior that minimize interactions while managing latency, 
cost, and constraints, besides the final correctness.
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n Agentic Pretraining: Next tool prediction, As research trends toward unified agent architectures, modeling all 
forms of interaction (API calls, UI navigation, or environment manipulation) as structured, learnable outputs 
opens the door to a new kind of scaling law: one that governs knowledge acquisition, not just compression.

n Unified Format: 𝜏 = (𝑡$, 𝑘$, 𝑡(, 𝑘(, … , 𝑡!, 𝑘!)
n Data Collection: It is extremely challenging to collect massive pretraining interaction corpus (only Big

Companies)

A Roadmap to Autonomous Agent 

n Agentic Supervised-finetuning: It is important to collect model-task-specific trajectories instead of collecting
one trajectory for all models due to lemma 2.1. Additionally, it is more effective to leverage the lemma 2.2 by
utilizing maximal knowledge boundary to build one-fits-all dataset.

n Agent Reinforcement Learning: Reinforcement learning (RL) offers a more promising path for aligning a 
model’s decision-making with its own knowledge boundary, as agents can learn from experience how to 
adaptively use tools. The key challenge lies in designing reward functions that go beyond correctness.

n Agent Prompting: Once the model is trained, previous numerous studies utilize prompt engineering to develop 
task-specific agentic workflows across various domains. Despite achieving exceptional performance on complex 
tasks, few of these approaches rigorously evaluate behavioral optimality, such as internal cognitive tool overuse
(i.e., overthinking) or external physical tool overuse (i.e., overacting).
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Three Levels of Scaling Simultaneously

Scaling of Reasoning
and Acting

Scaling of Agent and
Environment

Scaling of Time
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Future Direction 1: Scaling of both Reasoning and Acting

“The autonomous machine intelligence is designed to minimize the number of actions a system needs
to take in the real world to learn a task. It does so by learning a world model that capture as much 
knowledge about the world as possible without taking actions in the world.” --- Yann Lecun [1]

[1] A Path Towards Autonomous Machine Intelligence

This is both the goal itself and a means of achieving it.

As long as the agent can complete the task successfully, minimizing
external physical tools means maximizing the internal tools by our
Principle 3, also means the agent can internalize the external
environment partly or fully (i.e., learn a better internal world model).

RL has been proven effective in scaling reasoning (i.e., DeepSeek-R1) and 
acting (i.e., Kimi-K2) capabilities, respectively.

However, how to scale them together without losing
any part of capabilities?
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Acting Less is Reasoning More (OTC-PO)

Less tool calls,
less time,
less money, but
more reasoning,
more intelligence,
more scalable.

A simple, faster, and generalizable OTC-PO algorithm to 
encourage the model to use fewer tool calls to solve the problem 

Acting Less is Reasoning More! Teaching Model to Act Efficiently
21



Future Direction 2: Scaling of both Agent and Env

Number of Agents

N
um

be
ro

fE
nv

iro
nm

en
ts

Single Agent, Single Environment Multiple Agents, Single Environment

Single Agent, Multiple Environments Agents and Envs: Society and Economy

Most of existing work scale either agents or
environments. However, how to scale both
of them together remains under-explored.
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Agent (LLM) Env (World Model)

Text-based Environments as Bridge
(i.e., AlfWorld, SciWorld, WebShop, …)

Word2World: Can LLM be implicit Text-based World Models?

From Word to World: Can Large Language Models be Implicit Text-based World Models?

Agent (LLM) Env (World Model)

Next token predication
In-context Learning
Scaling law
….

Can we identify a similar path to guide the development of world model?

Master 'worlds’ by learning structured,
predictive representations of 
environments.

Next states prediction (s, a) -> s’
In-context Learning (s, a, s’, a’) -> s’’
World model scaling law
….
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Word2World: Can LLM be implicit Text-based World Models?

From Word to World: Can Large Language Models be Implicit Text-based World Models?

World model performance scales predictably with data and model size, mirroring LLMs. 
However, the nature of this scaling is tied to environment complexity.

Yes, simple fine-tuning unlocks near-perfect
state prediction and long-horizon consistency

Data Synthesis

Warm-start RL
24



Future Direction 3: Scaling of Time

First comprehensive survey about self-evolving agent

First workshop focus on lifelong agent:
learning, aligning and evolving (call for paper)

https://lifelongagent.github.io/ 25
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Alita, Alita-G, Agent-Distill, ……

Alita can create tools automatically during evolution.

Alita-G can create specialized agent automatically during evolution.
26



Mem2Evolve: Co-evolution of Agents and Envs

Three ways of evolutions

Cross-task evolution

Mem2Evolve Framework 27



Rethinking Three Levels of Scaling Simultaneously

Scaling of Reasoning
and Acting

Scaling of Agent and
Environment

Scaling of Time

Lots of problem need to be defined and explored, welcome to join theory of agent!
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Conclusion

§ Agents are not merely an engineering problem; they are becoming increasingly scientific and 
theoretical, like scaling law of LLMs. We also need to find more theories of agent.

§ Agent can be regarded as human. Lots of problem in human society also happens in agent
society, i.e., internet/tool addiction.

§ Every company should have an agent department instead of LLM department.
§ Join theory of agent no matter what you do now, you are not just a researcher, but may next

scientist, entrepreneur, and even billionaire.
§ Safety and personalization still matters in practice. Aligning decision boundaries with both

preference boundaries and knowledge boundaries is tricky.
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