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Agents as the Last Mile of Intelligence to Users
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Previous / Existing Popular Agent Definitions

Reasoning
Traces

N~

https:,

Actions

Short-term memory Long-term memory

) )
[

Env

what other device can

Question: Aside from the Apple Remote,
control the program Apple Remote was originally designed to

interact with?

Standard ] |
iPod X

Answer:

Reason only ] N
Thought: Let's think step by step. Apple Remote was originally

designed to interact with Apple TV. Apple TV can be controlled

by iPhone, iPad, and iPod Touch. So the answer is iPhone, iPad,
and iPod Touch.
Answer: iPhone, iPad, iPod Touch
X
| Act only
Act 1: Search[Apple Remote]
Obs 1: The Apple Remote is a remote control introduced..
Act 2: Search[Front Row]
Obs 2: Could not find [Front Row]. Similar:
Act 3: Search[Front Row (software) ]
Obs 3: Front Row is a discontinued media center software ..
Act 4: Finish[yes] X

L )

October 2005 by Apple .. originally designed to control the
Front Row media center program ..

Thought 2: Apple Remote was originally designed to control the
Front Row media center program. I need to search Front Row
next and find what other device can control it.

Act 2: Search[Front Row]

Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat
to Earth', 'Front Row Motorsports', 'Front Row (software)', ..]
Thought 3: Front Row is not found. I need to search Front Row
(software)

Act 3: Search[Front Row (software) ]

Obs 3: Front Row is a discontinued media center software ..

Thought 4: Front Row (software) is controlled by an Apple
Remote or the keyboard function keys. So the answer is
keyboard function keys.

| Act 4: Finish[keyboard function keys] v

Agent = [Reasoning + Acting] * n

Calendar() |« Memory
P A
Calculator() [« —»| Reflection
CodeInterpreter () !< Tools = Agent —>| Plannina > Self-critics
( ReAct
‘Thought 1: I need to search Apple Remote and find the program .
it was originally designed to interact with. . Cha"]OfthOUQr“S
Act 1: Search[Apple Remote]
Obs 1: The Apple Remote is a remote control introduced in

Subgoal decomposition
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The Relationship Between Reasoning and Acting

Reasoning and acting are

 Different tokens for model
 Different tools / actions for the agent

 Different interactions for user

'Shunquao
@ShunyuYao12

Toreason and act is the same thing
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The "think" tool: Enabling
Claude to stop and think in
complex tool use situations

A new tool that improves Claude's complex problem-solving performance

{

"name": "think",

"description": "Use the tool to think about something. It will not obtain new information or change tt
database, but just append the thought to the log. Use it when complex reasoning or some cache memory is
needed.",

"input_schema": {

"type": "object",
"properties": {
"thought": {
"type": "string",
"description”: "A thought to think about."
}
b
"required": ["thought"]
}
}

https://ysymyth.qithub.io/The-Second-Half/

https://www.anthropic.com/engineering/claude-think-tool
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But they are epistemic equal means to acquire

knowledge to solve the task.

cognitive tool

What are cognitive tools?
DH Jonassen - Cognitive tools for learning, 1992 - Springer
... tools tools that extend the mind This workshop was about cognitive tools - computer-based

tools ... Computer-based cognitive tools are in effect cognitive amplification tools that are part of ...

Yx Save D9 Cite Cited by 508 Related articles All 5 versions

1poF] Technology as cognitive tools: Learners as designers

DH Jonassen - ITForum Paper, 1994 - tecfa.unige.ch

... Cognitive tools are generalizable computer tools that ... Cognitive tools and environments
activate cognitive learning strategies and critical thinking. They are computationally based tools ...
Y% Save D9 Cite Cited by 383 Related articles All 4 versions 9

Book] Computers as Cognitive Tools: 1

SP Lajoie, SJ Derry - 1993 - books.google.com

... are employed, and the forms of “cognitive tools” that are embedded within systems to help

... computers as tools for enhancing learning. Computers as Cognitive Tools is appropriate for ...
Y% Save D9 Cite Cited by 924 Related articles All 10 versions 99

Book] Cognitive tools for learning

PAM Kommers, DH Jonassen, JT Mayes - 1992 - research.utwente.nl

... to address the theme of cognitive tools as discussed in this book ... tools and was the main
reason that 'cognitive tools' became ... during instruction allows for cognitive amplification. Some ...
¢ Save D9 Cite Cited by 342 Related articles All 8 versions 99
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Reasoning ~= Acting = Tools

» Tool is defined as object that can extend an individual's ability to modify features of the surrounding
environment or help them accomplish a particular task in general. It can be internal
cognitive/conceptual tools (i.e., reasoning) and external physical tools (i.e., acting).

= Internal cognitive/conceptual tool refer to specifies an internal cognitive mechanisms that aids systematic
or investigative thought, to retrieve internal knowledge of agent about current state (e.g, internal world
model).

= External physical tool refer to external modules that are invoked by a rule or a specific token and whose
outputs are incorporated into the context of agent (e.q., external world model).

Physical Tools

Models ‘\
Retriever ~
Calculator

_—

|

Apple Intelligence

Programs
Webs
Robots

Knowledge Sources
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external internal



New Agent Definition

= An agentis an entity that coordinates internal cognitive tools (e.g., reflection) and external
physical tools (e.g., function callings) to acquire knowledge in order to achieve a specific goal.

CoT Reflection -+ Decomposition Actions Models Functions

Memory

Internal Cognitive Tools External Physical Tools

Agent: Goal-oriented Q
Tool-use Decision Maker

acting

~
reasoning [3
w

p ( 9) observation

= [nternal cognitive tools and external physical tools
are epistemic equal means to acquire knowledge

to solve the task, as shown in Figure (b). (a) ReAct-based Agent

external
PhYSiceﬂt/ools’ @
a@ / w
internal
cognitive tools

"> <

w (1)

world model
learning

(b) Tool-integrated Agent



Three Advantages of Tool-integrated Agents % @
%

internal
cognitive tools

Q

= Unified Format: t = (t,kq, t;, k>, ..., t,, k) 0T &
" t,, k, stands for tool call and returned knowledge at n;;, step. The tool could be either internal or w ()
external.

= Flexible and Robust
= |t degrade to previous ReAct paradigm if we consider the internal tools and i@ S—_—
whole reasoning part, then it becomes (ry, t1, kq, ..., 1, tn, k) here t,,, k,, only W& epereviiang

What is the analogue of next-token prediction for
reinforcement learning? To get true generality, you

= |If we solely consider internal tools, it is proved that simply outcome-baseq '€ syt s bt comyetiamery s Fieona
tool utilization such as reflection and decomposition to solve the problem in |toanenvionment+reward for training.

(i.e., DeepSeek-R1). Alternatively, simply outcome-based reward also triggei s+
utilization as evidenced in recent studies (i.e., Search-R1, ToRL, OTC-PQ). Tw0s0 272725545 xe

O 22 1 33 @ 293 [J 180 K
= Potential Next Scaling Law
= Next Tool/State Prediction: Just as next-token prediction enables LLMs to learn a compressed

representation of the world from text, next-tool prediction allows agents to learn procedural knowledge
through interaction.

» Procedural knowledge scaling ?= Context / experience scaling, leading to self-evolving agent

8
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How to coordinates internal and external tools?

e,

w
; : ' . .y internal W‘I’::"':i':de'
= How human call different tools in mind: meta-reasoning theory, metacognition comvion |0

Reasoning Meta-Reasonin
g w (1)
Metacognitive Metacognitive
monitoring control
Time
line Identify components Assessment of Think? Search
and goal knowledge and memory? Change
strategies strategy? Stop?
Initial judgment Engage in solving?
of solvability Give up?
| Generate an initial, | | [ A T l k & Ed l
autonomous, response Feeling of Provide the initial r uve’ mo

response?

. . rightness
Analytic processing ght Reconsider?

Life Span & Applied Psycholc

Intermediate Provide current
confidence response? Try
another strategy?
I
Provide chosen
\ 4 2?
Final || Feeling | Final judgment| | a'}:‘:‘('e"- -
confidence | of Error [| of solvability ont know ™
Seek help?

Trends in Cognitive Sciences

, itori Control
= How agent call different tools? Monitoring Q Q
= The key also lies in monitoring and control Judgement of solvability
" Intermediate confidence Cognitive tools

— Reward model Physical tools
Uncertainty estimation

Meta-Reasoning: Monitoring and Control of Thinking and Reasoning

10



Two Concepts for Monitoring and Control

» To make thing easier, let's assume all knowledge is correct, and can be accessed via tools, and
there is a way to accurately identify the knowledge boundary.

External Knowledge External Tool Use Decision
boundary - boundary
knowledge Physical

Decides Tools
Internal Internal
n ) Cognitive =
knowledge

Tools
Monitor: Self-aware Knowledge Boundary Control: Self-aware Tool Utilization

= We hope that LLMs can utilize internal cognitive tools to gain internal knowledge while only call
external tools to gain external knowledge during problem-solving processing. (explain later)
» The challenge here is self-aware tool utilization

Optimize Tool Use Decision Boundary to match Knowledge Boundary (#1774 —

11



Principle 1: Foundations

= Lemma 1.1: Generally, as time advances, the model's capabilities evolve and the knowledge
boundary expands.

= Lemma 1.2: Specifically, the knowledge/decision boundaries can be redistributed, e.g.,
through continual training, allowing for strengthening in specific domains.

Knowledge

Knowledge External >

boundary knowledge I L knowledge
Internal E]
knowledge Q

Internal q’@}] Internal E]
knowledge knowledge Q

(a) Knowledge Boundary (b) Knowledge Expansion (c) New Knowledge Discovery

External Knowledge External
knowledge

New
Knowledge




Self-DC: When to Reason and When to Act?

e Single Known. The question contains no

sub-questions and can be solved using inter (2) Q: Is the President of the United States in 2024 the same
) ) & individual serving as the President in 20187 i
nal knowledge of LLMs, such as with the Timeline 9 Wﬁ;ﬁigfﬁgﬁg
generate-then-read method. Behavior / E:flﬁ?.::fe
. . . SQ-1: Who is the President \ . Unknown Question Known Question
e Single Unknown. The question contains no of the United States in 2018? SA-1: Donald Trump pcting pcting
sub-questions and can only be solved using ) J
eXternal knOWIedge’ SUCh as Wlth the retrieve_ dc::;)ﬁoéé ______________________ I_nEe_rr_‘lél_r_e?_?(zrllgg ._fo_r ______ Unknown Question Known Question
then-read method. 3 / Reasoning Reasoning
. ge : : SQ-2: Who is the President / \ . n Can not get correct answer
Compositional Kr.zown. The question conta.ms of the United States in 20247 SA-2: Joe Biden T ete
several sub-questions, and each sub-question
is Single Known. ; inknown .
Exteral retrieval for unknow Better alignment between two
* Compositional Unknown. The question con- . .
tains several sub-questions, and at least one @ + 5 A No, they are not the same person. J boundaries brings better trade-
sub-question is Single Unknown. off between effecuveness and
First Compositional unknown Question Answering dataset (CuQA) efficiency.
Unknown Clacentaiaiy, el = Defining reasoning and acting as different oon —y
. . u res|
functlon.s / tools. Call these fun_ct/ons Methods "R B Fl Acc |EM FI  Acd
0 a—p atp 1 leveraging model-based planning, and o ——
Confidence Score meta-reasoning theory (confidence Direct 0 290 194 464 |272 173 530
SCOfGS) CoT 0 |28.8 182 46.0 292 18.1 538
O O ’ Few-shot-CoT* 0 |43.0 32 508 [350 9.1 554
l l GenRead 0 [29.6 292 474|268 277 520
= Solving compositional/complex problems wl retrieval
(@) gl in different level of granularity. RR n [320 316 554 352 326 634
{ REFEED 2n | 26.2 335 51.8 | 288 345 574
. IRCoT 3n | 47.8 135 64.6 | 342 17.8 614
1 L ' ) 1 » Simple and Scalable Purely based on Self-Ask* On | 198 38 484 | 56 98 590
self-aware Capabilities of LLMs. As LLM ITER-RETGEN* | 2n | 23.4 12.6 50.9 | 312 21.1 55.8
Ans Ans Ans I the f K I Self-DC (verb) | 0-n | 340 322 53.8 [ 302 302 598
evolves, the rramework evolves. Self-DC (prob) | O-n | 364 365 56.4 | 37.4 366 66.4
(a) (b) (c)

First Framework to consider relationship between reasoning and acting
Self-DC: When to Reason and When to Act? Self Divide-and-Conquer for Compositional Unknown Questions, NAACL 2025, Oral
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Principle 2: Uniqgueness and Diversity

= Lemma 2.1: Each model has its own knowledge boundary and decision boundary.

= Lemma 2.2: There exist minimal and maximal knowledge (and decision) boundaries
across all models.

External External Maximal knowledge

boundary

knowledge knowledge

Minimal
knowledge
boundary

14



SMART: Self-Aware Agent for Tool Overuse Mitigation

» \We adapt three established dataset to create the meta-reasoning chain: =8 Code
» Math: simple arithmetic v.s. challenging calculation (e.g., MATH)
» |ntention: commonsense v.s. user specific intentions (e.g., Intention-in-Interaction) @ AskUser
= Time: never-changing facts v.s. fast-changing facts (e.g., FreshQA)

( What is newest chip developed by the company whose CEO is Tim Cook? J

Slow-changing fact within Fast-changing fact beyond
MetaCognition user’s knowledge user’s knowledge
(Implicit awareness) Thinkin

9 . . .
(BRI | - (e wm ) | e Tk SMARTAgent achieves higher accuracy with lower
' tool call number and higher confidence in decision

is a slow-changing fact Apple these days

Tim Cook is Search for the
Apples CEO newest Apple chip Thinki

hinking
: Guide the usage of user’s Guide the usage of tool
User Reasonlng own knowledge to search for answer

(Explicit thoughts) One-fit-for-all strategy is approximating
Maximal Knowledge Boundary (lemma 2.2)

v (The city that will hold ACL 2025 is situated along which river’!]

- Where will ACL 2025 be held? - The city is situated along which river?
Time ® m Fast-changing Fact W Never-changing Fact Method Model Math (MATH) ‘Time (FreshQA) Intention (Intention-in-Interaction)
Tool Used Accuracy! Tool Used* Accuracy’ Tool Used* Missing Details Recovery’ Summarized Intention

(Times) (%) (Times) (%) (Times) (Lv3/Lv2, %) Coverage' (%)

ACLs hosting city Vienna is along Danube )
1 ré) is a fast-changing Q Search(ACL 2025 city) River, which is a never- Open-Source Llama-3.1-8B-Instruct Mistral-7B-Instruct
fact necessita lng EQ . changing fact within my ;
Fq' Result: Vienna Normal ) Mistral-7B 0.00 17.00 0.00 48.00 0.00 41.86/43.84 - 0.984 0.985 0.9981.000¢ 9gg
Search tool knowledge Reasoning Trained  Liama-3.1-8B 0.00 41.00 0.00 48.00 0.00 3837/42.49 - Lo pLo
Mistral-7B 0.00 17.25 000 29.00 0.00 37.21/33.06 g 0.013 oL | 2
listral-. X . . . L . X -
= = 309 S09
. [ Christine needs at least 45 fl oz of milk, and the store sells 200 mL bottles; Base Model Liama-3.1-8B 0.00 53.00 000 26.00 0.00 40.70/25.76 . € 0.822 €
| (with 1 L = 33.8 fl 0z, what is the minimum bottles she must buy? R:;:Dmn;ﬁmpl Mistral-Nemo(12B) ~ 0.00 47.00 000 33.00 0.00 44.19/28.37 . S os - S s 0.796
A 4 = = Mistral-Small(24B) ~ 0.00 7225 000 3400 0.00 41.86/31.82 - = w0
Math L~ Give the expression for calculation - Output accurate final result Llama-3.1-70B 0.00 70,00 0.00 36,00 0.00 41.86/29.24 . ] 0.691 g
" . z » : $o7 : 50.7
[ Simple Deduction P Challenging Arithmetic Mistral-78 3.90 1325 167 49.00 3.80 48.84/21.70 63.04 k3 3
Liama-3.1-8B 193 51.00 205 56.00 377 54.76/25.90 7020 ] e
Base Model N €06 € 0.6
45 fl equals (45/33.8)e1000 Give precise answer print(ceil((45/33 Tl Prompt Mistral-Nemo(I12B) ~ 2.35 46.00 119 59.00 1.80 3135/582 5927 S S
mL, which necessitates |s chollengm for 8)*1000/200) ) Mistral-Small(24B) 1.5 76.00 1.73 62.00 252 45.74/33.62 78.20 05 05 0.515 St for
& (105/33 8)1000/200 bottles. % Llama-3.1-70B 353 67.50 208 63.00 271 45.74/35.96 61.68 > Correct Decision  Wrong Decision > Correct Decision  Wrong Decision
This simple calculation is arlfhmehc wlﬂ\ @ Result: 7 P P ppen 0 0 = p———— v
within my ability floating numbers. poraie 0604330 22751550 100067 64.0005 360,00 42125.58 / 65441160 817611872 [[Reasoning]] W [[AskUser]] WM [[Search]]
Liama-3.1-8B 088,105 5475175 105,00 67.00i100 3801005 81404660/ 67.4110000 78281508
Mistral-Nemo(12B) 0.82155 4950150 100,015  70.00:; 334151 77903572/ 6215057 823012405 . .
SMARTAgent
e ) U Snall2d8) 079, 75,5 000 66001 M.y TAeLL/ELL % Figure 5: Confidence analysis shows that SMART effec-
- P €9 Liama-3.1-70B 0941550 7250:5 101,07 6600100  35ligso  68.6012 55/ 58.15:210 8609124

1 (©What are existing Linux distributions? ) (- What' hardware s,,,ciﬁmﬁ,,,,gi T ——vP Beisnsiss el D, B tively enhances the model’s decision-making confidence
Intent (o) T ' losed-Source . . .
nten @ (£8* User-Independent Knov\ledge) &' User Preferences Closed: - in Selectlng the correct I‘easonlng appI‘OaCheS.

Base Model GPT-40-mini 0.00 73.00 0.00 44.00 0.00 45.35/32.41
Distributions like Mint AskUser(What's th Then Lubuntu or Reasoning Prompt  GPT-40 0.00 79.50 0.00 47.00 0.00 38.37/28.54
onlbuniicanisenye I@ hs bl ars i ?) Kubuntu might be Base Model GPT-40-mini 255 54.50 1.06 56.00 191 50.00/26.90 76.44
& for general purpose. % ardware specfication?) @ the best opFion to T;‘;TPmmel 0-mini . 54.5 X 56. . . i ’
s p! GPT-4o 027 79.25 1.01 65.00 117 40.70/15.61 86.80 1 5

oy e
SMART: Self-Aware Agent for Tool Overuse Mitigation, ACL 2025 Findings



Principle 3: Dynamic Conservation of Knowledge

= Lemma 3.1: At any time step t, the total world knowledge W, is fixed and identical across all
models.

= Lemma 3.2: For any task or query g and model m, there exists a minimal and fixed epistemic
effort N(q, m) allocated between internal and external sources, that is necessary to solve the
task, such as N(q,m) = Kj;;; + Koyt

m Task-Model dependency Optimization: N(q, m) is jointly determined by the complexity of the task
and the capabilities of the model.

m Capability Equivalence via Dynamic Offloading: Even models with limited internal capacity can
achieve same performance by dynamically offloading reasoning or retrieval steps to more capable
tools or agents. There is no difference between 8B (K,,; — N)and 70B (K;,; — N) from Agent
perspective considering models as one of tools.

m Agent Objective: Pursuing the optimal behavior that minimize interactions while managing latency,
cost, and constraints, besides the final correctness.

16



A Roadmap to Autonomous Agent

m Agentic Pretraining: Next tool prediction, As research trends toward unified agent architectures, modeling all
forms of interaction (API calls, Ul navigation, or environment manipulation) as structured, learnable outputs
opens the door to a new kind of scaling law: one that governs knowledge acquisition, not just compression.

m Unified Format: t = (t;, kq, t5, ky, ..o, ty, ky)
m Data Collection: It is extremely challenging to collect massive pretraining interaction corpus (only Big
Companies)

m Agentic Supervised-finetuning: It is important to collect model-task-specific trajectories instead of collecting
one trajectory for all models due to lemma 2.1. Additionally, it is more effective to leverage the lemma 2.2 by
utilizing maximal knowledge boundary to build one-fits-all dataset.

m Agent Reinforcement Learning: Reinforcement learning (RL) offers a more promising path for aligning a
model’s decision-making with its own knowledge boundary, as agents can learn from experience how to
adaptively use tools. The key challenge lies in designing reward functions that go beyond correctness.

m Agent Prompting: Once the model is trained, previous numerous studies utilize prompt engineering to develop
task-specific agentic workflows across various domains. Despite achieving exceptional performance on complex
tasks, few of these approaches rigorously evaluate behavioral optimality, such as internal cognitive tool overuse
(i.e., overthinking) or external physical tool overuse (i.e., overacting).

17
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Three Levels of Scaling Simultaneously

Lifelong Learning: Overcoming
Catastrophic Forgetting.
Self-Evolving Agent: Adapting
architecture over generations.
History & Memory.

LEVEL 3: TEMPORAL &
EVOLUTIONARY SCALING
(The Apex of Persistence)

Scaling of Time

LEVEL 2:

SPATIAL & SOCIETAL
SCALING

(The "World" & Experience Era)

Inter-Agent Dynamics: Cooperation, .
competition, theory of mind. Scaling of Agent and

Environmental Complexity: Infinite Environment
state space, open worlds.

Reasoning: System 2 . .
search & planning. Scaling of Reasoning
Acting: Atomic capabilities. .

Computational Rationality. and Acting

LEVEL 1: INTRA-AGENT
COGNITIVE SCALING

(The Foundational Engine)

19



Future Direction 1: Scaling of both Reasoning and Acting

RL has been proven effective in scaling reasoning (i.e., DeepSeek-R1) and nature
acting (i.e., Kimi-K2) capabilities, respectively. DeepSeek’s Rl

reasoning model just

became the first large
language model
N

However, how to scale them together without losing
any part of capabilities?

“The autonomous machine intelligence is designed to minimize the number of actions a system needs
to take in the real world to learn a task. It does so by learning a world model that capture as much
knowledge about the world as possible without taking actions in the world.” --- Yann Lecun [1]

external
physical tools

/ w

This is both the goal itself and a means of achieving it.

= internal g As long as the agent can complete the task successfully, minimizing
7(6) CSE“"{G"W'S external physical tools means maximizing the internal tools by our
N 6 Principle 3, also means the agent can internalize the external
environment partly or fully (i.e., learn a better internal world model).

w (1)

[1] A Path Towards Autonomous Machine Intelligence
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Acting Less is Reasoning More (OTC-PO)

! 1 ) I N | HotpotQA
| ' 2“"'“‘255 S . () M—" M [EM®D T (46
' 71, €1, 01, -y Ty ECn, On B! Tiool 0} Ay RiBae o) 026 ; 0201 -
z i SFT 0249 - - 0.186 - -
(e ¢ 71, £€4, 01, ., Tp, ECp, Op Y2 Tiool iy Az RAG 0348 10 0348 0255 1.0 0.255
Model Group IRCoT 0111 10.0 0.011 0.164 10.0 0.016
x — t I — T e 000 < -~ . . Search-RI-PPO | 0.403 1738 0232 0.279 1716 0.163
""" Computation Search-R1-GRPO | 0.404 1.426 0283 0312 1.802 0.173
Input i Env ToTCPPO [T 0355~ 1010 (7 7.07) )" O35 (A 5T.3%)" [ 0260 " 1.026 (v 1077) ~ 0.253 (4 552%)
2 OTC-GRPO 0444 1.008 ( ) 0440 (a 555%) | 0365 1.387( ) 0263 (A 52.0%
71, £, 01, ooy Ty B0, O Y rtp L i 4p Qwen2.5-7B(-Base)
(3 Update Optimal 99 9 R1-Base 0.270 - 0.242 -
29 Tool Calls SFT 0318 - - 0217 - -
Tealgant Tool-use  Answer - RAG 0349 10 0.349 0.299 10 0.299
i i t IRCoT 0224 9.999 0.022 0.133 9.982 0013
Tool-integrated Reasoning ~ Answer Tool Calls Reward Reward vantage Searzh-Rl-PPO 0224 99 0022 013 9982 o013
Search-R1-GRPO | 0.399 1.697 0235 0.341 2.109 0.162
TOTC-PPO | 0446~ "T040 (7 07.77) ) 0A29(a 21547y | 0383 1464 (v (007) 0262 (A 156.9%)
tool OTC-GRPO 0444 0.990 ) 0448 (4 90.6%) | 0366 1.005( ) 0.364 (A 124.7%)
Ty (Q7 y) = O *Ttool ¥T¢ (Q7 y)
A simple, faster, and generalizable OTC-PO algorithm to =
-
p ’ ’ g g 2.5 1 —@— OTC-PPO
Search-R1-PPO
encourage the model to use fewer tool calls to solve the problem 20 Lo onclonne
o —+— Search-R1-GRPO
£
e 7 = = ~ = 1.5
Question: Are Giuseppe Verdi and Ambroise Thomas both Opera composers ? <
Answer: Yes (-4
————————————————————————————————————————— 1.0 -
Search-R1-PPO: <think> | need to determine if Giuseppe Verdi  Search-R1-GRPO: <think> To answer this question, | need to check if both
and Ambroise Thomas are both opera composers. </think> Giuseppe Verdi and Ambroise Thomas are composers of opera. | don\'t ol
<search> Giuseppe Verdi </search> ’ have immediate access to this knowledge, but | can conduct a search to L t I I l =S P ==
<observation> ... </observation> Undesirable tool find out. </think> €SS 100l calls 5 > 4 ! . . : : .
<search> Ambroise Thomas </search> US€ behavior <search>who are Giuseppe Verdi and Ambroise Thomas and their works . 100 150 200 250 300 350 400
<observation> ... </observation> </search> I eSS tl me Step
<search> Are Giuseppe Verdi and Ambroise Thomas both <observation>...</observation> J
Opera composers? </search> <think>From the information gathered, ... This confirms Thomas as an I b
<observation> ... </observation> opera composer. Next, | will search on Giuseppe Verdi. </think> eS S l , 70” e.)/, u t
100

<think> Based on the observations, both Giuseppe Verdi and
Ambroise Thomas are described as composers, specifically
opera composers. </think>
<answer> yes </answer> (Tool Calls = 3)

9 Cognitive Offloading fosters dependency on external
£ ¥ tools, causes memory capabilities to diminish, and
inhibits the development of internal reasoning..

OTC-PPO: <think> First, | need to determine if Giuseppe Verdi
and Ambroise Thomas are both opera composers. </think>
<search> Giuseppe Verdi and Ambroise Thomas both Opera
composers </search>

<observation> ... </observation>

<think> Based on the search results, Giuseppe Verdi and
Ambroise Thomas are both known as opera composers.
</think>

<answer> yes </answer> (Tool Calls = 1)

<search>who is Giuseppe Verdi </search> Undesirable tool
<observation>...</observation> use behavior
<think>Giuseppe Verdi is named as an ltalian opera composer of
prominent stature. This confirms Verdi as an opera composer. Answering
the initial question: Question: Are Giuseppe Verdi and Ambroise Thomas
both Opera composers? </think>

<answer> yes </answer> (Tool Calls = 2)

OTC-GRPO: To answer the question of whether Giuseppe Verdi and
Ambroise Thomas are both Opera composers, let's first reason through the
information:

1. Giuseppe Verdi is a well-known Italian opera composer. He is famous for
his numerous operas, including "Rigoletto," "La Traviata," and "Aida."

2. Ambroise Thomas is a French opera composer. He is known for his
operas such as "Mignon" and "Hamlet."

Based on this reasoning, both Giuseppe Verdi and Ambroise Thomas are
indeed Opera composers.

<answer> yes </answer> (Tool Calls = 0) )

more reasoning,
more intelligence,

more scalable.

Acting Less is Reasoning More! Teaching Model to Act Efficiently

80

Percentage of Samples (%)

I Acting Less + Reasoning More
[ Acting Less + Reasoning Less

69.7%

30.3%
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Future Direction 2: Scaling of both Agent and Env

Scaling Environments for LLM Agents in the Era of

Single Agent, Multiple Environments Agents and Envs: Society and Economy Learning from Interaction: A Survey

Yuchen Huang? Sijia Li” Minghao Liu” Wei Liu® Zhiyuan Fan"
Yi R. (May) Fung®”

Xuhai Xu!, Yilun Du', Shwetak Patel!, Tim Althoff', Daniel McDuff! and Xin Liu:*
1Google Research, 2Google DeepMind, *Massachusetts Institute of Technology,  Corresponding Author

e = — "
! 74’ B i@ Capl\)e Yubin Kim»*7, Ken Gu!, Chanwoo Park®, Chunjong Park?, Samuel Schmidgall?, A. Ali Heydari!, Yao Yan!,
% Ny (e Zhihan Zhang', Yuchen Zhuang?, Yun Liu', Mark Malhotra’, Paul Pu Liang®, Hae Won Park®, Yuzhe Yang’,

-lcg c9Hong Kong University of Science and Technology
(- #King’s College London

o ¥ {yhuanggn, yrfung} @cse.ust.hk

&

c

O

=

é Google Research Google DeepMind

L

46 Single Agent, Single Environment Multiple Agents, Single Environment Towards a Science of Scaling Agent Systems
S e

()

O

S

-

Z

Most of existing work scale either agents or
environments. However, how to scale both
Number of Agents of them together remains under-explored.

v
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Word2World: Can LLM be implicit Text-based World Models?

Agent (LLM) Env (World Model) :
£
Next token predication Master 'worlds’ by learning structured, E /
In-context Learning predictive representations of
Scaling law environments. Scale (model, data, compute)

Can we identify a similar path to guide the development of world model?

Text-based Environments as Bridge

(i.e., AlfWorld, SciWorld, WebShop, ...) o
Next states prediction (s, a) -> s’

In-context Learning (s, a, s’,a’) > s”
11: :J @ @ World model scaling law

Agent (LLM) Env (World Model)
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Word2World: Can LLM be implicit Text-based World Models?

(A) LLM as a Text World Model (B) World Model Capability Evaluation

Real Environment World-Model Environment (LLM)

/8 Yes, simple fine-tuning unlocks near-perfect
T\ Simulated M) 3)Agent Utility

-

I 1 ponn B TTTIr —— state prediction and long-horizon consistency
R Envi diaa [P World ! themode calabili
W(ai‘hl) observation o, ; Evlionment ﬂ(allhz) predictednextstate: Model ' & % / ,ﬁ+ Robustness
reward 7¢+1, done next observation o1, _ _ _ _1 b oo

reward R%; 1, done S 5
IE history hy = (o1, a,...,a;) icti : / @ 1) EldoRty & Consietency

Next-state prediction under a fixed
interaction protocol.

Agent Performance (SFT)

Reliable & bl d del ful t A world model must be coherent, robust and useful. 70 - 69%
eliable & scalable worla moaels — usetul agents —_
9 3 66% 67% 67% 67%
- 65%
(C) Fidelity&Consistency = (D) Data Scaling Laws (E) Agent Utility o 64%
70 B Real [1Sim —ALFWorld —WebShop —StableToolBench ?Bl 61%
—SciWorld —TextWorld Action Verification Synthetic Trajectories Warm-start RL oc
3 o0 T 100 e n 60 A
< 50 = World boost * 7,
2 3w
a0 g .____’_‘__._,i———r”" -mi Model World | generates - M o f 8
. g ks Model | rollouts  (~— g
g g w0 "safe / unsafe" dataset Early RL training a
a2 ? fructured domains saturate decision Experlence curve
© 2 . k?;',',‘f.'“pm;?m":‘,’n?,?;" i, Prevent irreversible failures by Synthetic Data Initialize policies to learn 50 T T
1 102 10¢ 10% verifying high stakes actions. Competes with Real. more effectively. 1
One-step Multi-step Data Size (log scale) SciWorld WebSh op
Real Data (1K) Mixed (0.5K Real + 0.5K Syn.)
Synthetic Data (1K) Mixed (1K Real + 1K Syn.)
ALFWorld SciWorld TextWorld WebShop StableToolBench
99.9 99 75 80 50
995 . o8 1 .
Tt e I Data Synth
£ ; = . oJ poc ata Synthesis
T 95
g 90 ” 5014 €014 30 —— 4
o : : : . -
< 4 .
s 30 30 g ALFWorld SciWorld
W so 50 20 10 - 98.5 100 -
) 96.5 97.5 20 94.5
Data Size (K) Data Size (K) Data Size (K) Data Size (K) Data Size (K) ) 90 90
=
© 85 82.5
= g0l 7gs  79_90
0 80 78 S~
ALFWorld SciWorld TextWorld WebShop StableToolBench $
100 fﬁﬁm‘ee 0 80 80 50 o 70 75
9 985 70 W 78 5 ko.d 70
:,;‘ 99 080 o 76 45 Qwen2.5 0 go{d 65
8 74 -2 78 ﬁ
5 o8 97.5 50 o 40 —— 38 T 50 60557
v 1.58 =
g 97.0 40 5 55
=¥ e - it 3 - 0 100 200 300 400 0 100 200 300 400 500 600
P - s o % RL Steps RL Steps
1 2 3 4 5 1 2 3 4 -} 1 < 3 4 5 1 4 3 4 5 b B 2 3 a4 )
Epochs Epochs Epochs Epochs Epochs Agent-SFT -> Agent-RL —#— WM-SFT -> Agent-SFT -> Agent-RL

World model performance scales predictably with data and model size, mirroring LLMs.
However, the nature of this scaling is tied to environment complexity. Warm-start RL
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Future Direction 3: Scaling of Time S gk
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Alita, Alita-G, Agent-Distill, ......
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Mem?2Evolve: Co-evolution of Agents and Envs

( (a) Experience-Centric Evolution )
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Rethinking Three Levels of Scaling Simultaneously

Lifelong Learning: Overcoming . .
Catastrophic Forgetting. Scaling of Time

Self-Evolving Agent: Adapting
architecture over generations.
History & Memory.

LEVEL 3: TEMPORAL &
EVOLUTIONARY SCALING
(The Apex of Persistence)

LEVEL 2: Inter-Agent Dynamics: Cooperation, Scaling of Agent and
SPATIAL & SOCIETAL competition, theory of mind. ;
SCALING Environmental Complexity: Infinite Environment

(The "World” & Experience Era) state space, open worlds.

Reasoning: System 2 Scaling of Reasoning
search & planning.

Acting: Atomic capabilities. and Acting
Computational Rationality.

LEVEL 1: INTRA-AGENT
COGNITIVE SCALING

(The Foundational Engine)

Lots of problem need to be defined and explored, welcome to join theory of agent!
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Conclusion

= Agents are not merely an engineering problem; they are becoming increasingly scientific and
theoretical, like scaling law of LLMs. We also need to find more theories of agent.

= Agent can be regarded as human. Lots of problem in human society also happens in agent
society, i.e., internet/tool addiction.

= Every company should have an agent department instead of LLM department.

= Join theory of agent no matter what you do now, you are not just a researcher, but may next
scientist, entrepreneur, and even billionaire.

= Safety and personalization still matters in practice. Aligning decision boundaries with both
preference boundaries and knowledge boundaries is tricky.
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